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１．Introduction
Why do we need MHD simulations in 
astrophysics ?

This is because recent astrophysical observations 
revealed various common active phenomena, 
such as jets, outflows, flares, bursts, and etc., 
on widely different scales, ranging from the Sun,  
stars, galaxies, and even to cluster of galaxies. 

Hence the approach based on unified view of 
these phenomena is necessary, which  is 
hydrodynamic and MHD simulations



universe is full of flares

Solar flares
Protostellar flares

Gamma ray bursts



universe is full of jets and 
mass ejections

Solar jets

protostellar jets

Coronal  mass 
ejections

AGN (active galactic nuclei) jets



Basic MHD processes in stars and disks

From Tajima and Shibata (1997) Plasma Astrophysics



Formation 
of celestial 

objects
galaxies

stars
planets

supernovae

formation of 
disk and jet

From Tajima and Shibata (1997) Plasma Astrophysics



Magnetospheres of planets and 
neutron stars

From Tajima and Shibata (1997) Plasma Astrophysics



Relativistic Jets in the Universe

Mirabel, Rodriguez 1998 

Gamma-ray burst

Forming Spinning
Black hole (?)

~ 1 km

~ 1AU

γ-rays

X-ray, 
optical,
radio 
emission
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years

Relativistic
jet

Gravitational
collapse
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AGN
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Observations of magnetic field

Solar magnetic field (SOHO/MDI) 
white-black = positive-negative polarities
B = a few G ~ 3000 G

Galactic magnetic field (M51)
(Tosa and Fujimoto 1974)  

B = a few micro G



Observation of Faraday rotation measure of 
AGN(active galactic nuclei)  jet suggesting the 

existence of helical magnetic field in the jet 
(Kigure et al. 2004)



Magnetic fields are ubiquitous in 
our universe (Hillas 1984)



Temperature-Density diagram for 
Solar and Cosmic Plasmas

Earth’s
Magnetosphere Laboratory

Cluster of galaxies

pulsar AGN accretion disk Center of
stars

Interstellar
medium

chromosphere

solar
corona

photosphereionosphere

Most of astrophysical objects can be treated as plasma



Fundamental questions

Can we apply hydrodynamics and 
magnetohydrodynamics (MHD) to
these astrophysical phenomena ?



Applicability of Hydrodynamics

• To apply hydrodynamics, we need the 
condition:

spatial scale ＞＞mean free path
time scale     ＞＞collision time

• These are not necessarily satisfied in
many astrophysical plasmas！

E.g., solar corona, galactic halo, cluster 
of galaxies,,,



Temperature-Density diagram for 
Solar and Cosmic Plasmas

Earth’s
Magnetosphere Laboratory

Cluster of galaxies

pulsar AGN accretion disk Center of
stars

Interstellar
medium

chromosphere

solar
corona

photosphereionosphere

Most of astrophysical objects can be treated as plasma

Mean free path



• But in plasmas with magnetic field, 
the effective mean free path is given by  
the ion Larmor radius. Hence if the size 
of the phenomenon is much larger than
the ion Larmor radius, hydrodynamic 
approximation can be used, even if
the mean free parth is much longer.



Characteristic length of solar 
coronal plasma

• Larmor radius

• Mean free path

• Flare size
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MHD approximation
• Hydrodynamic approximation

characteristic length ＞＞mean free path, or 
ion Larmor radius

• Slow time scale （displacement current is 
neglected = non-relativistic approx ) 

characteristic time ＞＞ collision time, or          
ion Larmor period 

• Quasi-Neutrality
particle number density ＞＞

Goldreich-Julian density ＞＞n_0 
（n = div (v x B)/e)



Applicability of  MHD
• ＭＨＤ

describe macroscopic behavior of plasmas if
spatial scale＞＞ ion Larmor radius
time scale ＞＞ ion Larmor period

• Problems that MHD cannot treat
– Particle acceleration
– Origin of resistivity
– Electromagnetic waves



examples
• Solar corona： ｌ～L、ｒL＜＜L

• Cluster of galaxies：What is necessary
field strength for ｒL＜L？
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2．What is astrophysical MHD 
simulations？

to numerically solve time dependent 
magnetohydrodynamic (MHD) equations for the 
purpose of application to astrophysical 
phenomena

simulation = numerical experiment



• Numerical calculation
（～numerical simulation）
＝third method of science in addition  

to theory and experiment  (observation)

• computer＝telescope for theory



Prejudices on astrophysical 
MHD simulations 

1) simulation can solve any problem
2) simulation can yield any disired solution 

if we assume boundary condition well
3) simulation is easy, and the simulation 

people are fool
4) simulation deceives people, by showing 

attractive movies



Be not worried about prejudices

１）simulation is not almighty
２）it is very difficult to control boundary 

conditions in MHD simulations
３）simulation is not easy, and the simulation 

people must be clever 
４）simulation movies are very useful for 

research and education



３．Difficulties of Astrophysical 
MHD simulations

• MHD equations are complicated enough,
which are nonlinear partial differential 

equations with 8 variables
ｃｆ）hydro equations have 5 variables

• Problems become more difficult if resistivity is 
included because basic physics of 
magnetic reconnection has not yet been 
solved



Hydrodynamic equation
（adiabatic、no gravity）

5 unknowns： density（ρ）、velocity（ｖ）、pressure（ｐ）
5 equations： nonlinear partial differential equations
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Magnetohydrodynamic（ＭＨＤ）equation
（adiabatic、no gravity）

8 unknown： density（ρ）、velocity （ｖ）、pressure （ｐ）、
magnetic field （Ｂ）

8 equation ： nonlinear partial differential equations
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Common properties of 
astrophysical plasmas

（difficult to dissipate magnetic field）

Magnetic diffusion time
（current dissip. time）

Flare time

Alfven time

Magnetic Reynolds 
number
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Difference between 
hydro and MHD

hydro ＭＨＤ

５ variables ８ variables
acoustic wave     fast mode

slow mode
Alfven mode



MHD waves（Alfven, fast, slow)
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MHD wave characteristics

2D2D：： fastfast ＋－＋－, slow, slow ＋－＋－, stream line, stream line＝＝ 5 5 bicharacteristicsbicharacteristics
2.5D,  3D2.5D,  3D：：

fast fast ＋－＋－, , AlfvenAlfven ＋－＋－, slow , slow ＋－＋－, stream line, stream line＝＝7 7 bicharacteristicsbicharacteristics



method of numerical MHD

• MHD equations become normal compressible 
hydro equation if magnetic field = 0

• Ideal hydro equations = hyperbolic partial 
differential equations

• Similarly, ideal MHD equations are also 
hyperbolic partial differential equations

• Hence various numerical methods developed for 
hydrodynamics are applicable to MHD equations



Difference method
• Difference method： differential is approximated 

by difference.  Finite number of grid points are 
used. （detailed explanation ＝＞ following 
lectures）

• Particle method： eq. of motion of super particle 
are solved.  It is the Lagrangian method.  It is not 
suitable for MHD, since grid points are needed 
for solving induction equation 
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Ａｄｖａｎｃｅｄ Ｍｅｔｈｏｄｓ

• Approximate Rieman solver (good at 
shocks)

• CIP（-MOCCT）method (good at handling 
contact discontinuity and multi-phase 
matter)

• Spectral method (good at problems with 
periodic boundaries)



CIP scheme
(Constrained Interpolation Profile/

Cubic Interpolated Pseudoparticle)
Prof. T. Yabe invented in 1991

good at contact discontinuity,
can solve gas, liquid, and solid simultaneously



Example with CIP scheme 
Comet Shoemaker-Levy 9 on entry into 
Jovian atmosphere (Yabe et al. 1994)



Why astrophysical hydro/MHD 
simulations are difficult ?

• There is a gravity
– Hence, dynamic range becomes huge 

=> large density variation
• There is no boundary 

– Both leads to supersonic flow 
=> strong shocks

• Size scale is huge
– leading to large Reynolds number

=> strong turbulence



Historical examples :
one of the first hydro simulations of supernova

(Colgate and White1966 ApJ 143, 626-681)



Supernova : 1D gravitational collapse of a 
stellar core and subsequent explosion 

(Colgate and White 1966  ApJ)

334 citations



(Colgate and White 1966)

Density decreases
By more than 20 
Order of magnitude



(Colgate and White 1966)

It is interesting to note that supernova explosion 
has not yet been solved !

Only 1 % 
of gravitational
energy goes
to supernova
explosion



Basic physics of how waves/shocks are 
amplified 

• Amplitude of acoustic wave/shock propagating 
upward grows in a stratified gas layer because

（ ：density、Ａ：cross-section of a wave front、
Ｃｓ：sound speed

• Hence, even small amplitude waves become 
large amplitude waves when they propagate into 
the upper atmosphere, so shock waves are 
easily created
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Amplification of Slow mode MHD wave 
along vertical flux tube (Suematsu et al. 1982.

Shibata and Suematsu 1982)

Mechanism of Type II Supernova is 
basically similar  



Solar spicule
(supersonic jet in the solar chromosphere)



Alfven wave model of spicules:
numerical simulation (Kudoh-Shibata 1999)



４．Examples of astrophysical 
MHD simulations

• Movies are interesting ! 
• Let’s enjoy these movies
１） magnetic reconnection model of solar flares 

and jets (Shimizu, Miyagoshi)
2） magnetic reconnection model of protostellar

flares and jets (Uehara)
３） MHD model of astrophysical jets and collapsar

(Kudoh, Mizuno)  



MHD simulations of 
Solar coronal jets
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Solar coronal X-ray jet 
(Yohkoh/SXT: Shibata et al. 1992,
Shimojo et al. 1996)

New simulations (Shimizu  et al., 2006) 
of MHD reconnection model of 
Solar coronal  jets
(Yokoyama and Shibata 1995, 1996)



3D-MHD simulation of jets
(Miyagoshi et al. 2006)



MHD model of protostellar jets as an 
extention of Hayashi et al (1996) model

(Uehara et al. 2006)

Hayashi et al (1996)

A jet consists of two component: 
reconnection outflow and 
disk wind



Numerical simulation of accretion disk
(Kudoh, Matsumoto, Shibata 2002, PASJ)

Magnetorotational Instability (Balbus and Hawley 1991) 
leads to turbulence and reconnection 

Cf)

Machida and 
Matsumoto
2005

Ibrahim et al.
2006



MHD model of astrophysical jets
（Kudoh et al 2006）

CIP-MOCCT scheme



MHD simulation of collapsar as a 
model of gamma ray burst
Mizuno, Koide et al. (2004)  ApJ 606, 395

general relativistic MHD simulation with 
Schwarzchild black hole          Vjet ~ 0.2c Collapsar model of 

gamma ray bursts

Gamma
Ray burst
observation



Lebranc-Wilson 
(1970)

MHD simulations 
of supernova

collapsar

They thought that  their
simulations may be 
numerical artifact, so the 
results were presented 
only  in Appendix



Merit of astrophysical MHD 
simulations

１） useful to understand qualitative properties of physical 
phenomena

２） enable astrophysical modeling, and play a role to 
bridge observations and theories 
(e.g., Yokoyama and Shibata 1995)

３） useful as a tool to discover a new phenomenon and 
physical rule.

Simulation is a numerical experiment. 
(ex  scaling law  by Yokoyama and Shibata 1998, spiral 
slow shocks by Shiota et al. 2005,
stability of reconnection solution by Hirose et al. 2004)



First self-consistent MHD simulation of 
reconnection including heat conduction and 

chromospheric evaporation
（Yokoyama-Shibata 1998)

Lax-Wendroff＋implicit scheme

Solar flare 
Observed by
Yohkoh soft
X-ray telescope



Flare temperature scaling law
（Yokoyama and Shibata 1998, 2001）

7/27/6 LBT ∝

2/8 Bpπβ =



What determines the flare 
temperature ?

• Balance between reconnection heating 
and conduction cooling （Yokoyama and 
Shibata 1998, 2001)

LTVB A 2/4/ 2/72 κπ =

7/27/6 LBT ∝



Discovery of Spiral Slow shocks associated with 
magnetic reconnection in coronal mass ejection model 

(Shiota et al. 2005, ApJ)
current density plasma density



Stability of exact reconnection solution
(Hirose et al. 2004, ApJ)

Simulation subject in school of 
numerical astrophysics in 2003



５． Dangers in astrophysical 
MHD simulations

• One can construct attractive simulation movies 
based on astrophysical MHD simulations, and 
those movies are loved and appreciated by 
many people. Hence one often forget to analyze 
the data in detail, and may become lazy in 
developing a new theory and writing scientific 
paper. 
＝＞We have to forbid simulations for some 

period to complete science and paper. 



Danges in astrophysical MHD 
simulations

• MHD simulations are generally difficult, so 
one tend to try to improve their code 
everyday, and forget to do astrophysics. 
＝＞ Unless you are a good researcher of  

numerical hydrodynamics, you should 
concentrate on astrophysics, and must 
write a paper at some point of research.



6. Summary
• Though astrophysical MHD simulations are not 

easy, there are a number of important puzzles 
remained, e.g., supernovae, solar/stellar flares, 
astrophysical jets, gamma-ray bursts, dynamo, 
galaxy formation, star/planet formation, etc.

• One common difficulty in these astrophysical 
problems is that there are huge dynamic range 
in space, time, and physical conditions. So 
numerical simulations treating multi-scale 
coupling is urgent and important direction for 
future. 

•



Example of Future direction : 
simulations of mult-scale coupling 



6. Summary
• Though astrophysical MHD simulations are not 

easy, there are a lot of important puzzles 
remained, e.g., supernovae, solar/stellar flares, 
astrophysical jets, gamma-ray bursts, dynamo, 
galaxy formation, star/planet formation, etc.

• One common difficulty in these astrophysical 
problems is that there are huge dynamic range 
in space, time, and physical conditions. So 
numerical simulations treating multi-scale 
coupling is urgent and important direction for 
future. 

• Let’s challenge these puzzles !


